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Petascale X 10x more energy X 100x more Performance per Joule = Exascale

Source: with permission from Kathy Yelick, Salishan 2024













https://en.wikipedia.org/wiki/Aurora_(supercomputer)
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https://www.theregister.com/2024/03/18/nvidia_turns_up_the_ai/
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